Introduction to Distributed
Systems and Middleware

Objectives :
e Introduction to distributed systems and middleware

e Conceptual and practical aspects of distributed

000 .
Sara Bouchenak| ¢ e @ @ systems and middleware
0000
i o000 . N
Sara.Bouchenak@imag.fr| & & e lllustration through current distributed systems, e.g.
http://sardes.inrialpes.fr/~bouchena/teaching/ | ¢ web systems, database systems
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Agenda Additional information
Week Wednesday, 13:30 — 18:30 ‘
Introduction to distributed systems and middleware (CM), S. Bouchenak, 13:30 — 15:00 o I
6 Introduction to JDBC (CM), C. Labbé, 15:15 — 16:45 Eval u atl o n
o RMI-based distributed systems (CM), S. Bouchenak , 13:30  15:00 o Mid-term evaluation
RMI-based distributed systems (TD), S. Bouchenak & D. Serrano, 15:15 — 18:30 . . .
Demonstration and evaluation of practical work
ss Servlet-based distributed systems (CM), S. Bouchenak , 13:30 — 15:00
RMI-based distributed systems (TD), S. Bouchenak & D. Serrano, 15:15 — 18:30
S9 Interruption week e Final exam
S10 Introduction to transactions (CM), C. Labbé, 13:30 — 15:00
Multi-tier distributed systems (CM), S. Bouchenak , 13:30 — 15:00
st Servlet-based distributed systems (TD), S. Bouchenak & D. Serrano, 15:15 — 18:30 L Web P ag e
s12 Presentation of the project (CM), S. Bouchenak , 13:30 — 15:00 [ ]
Multi-tier distributed systems (TD), S. Bouchenak & D. Serrano, 15:15 — 18:30
S13 Support projet (TD), C. Labbé & D. Serrano, 15:15 — 18:30
S14 -
S15 Project, S. Bouchenak & C. Labbé & D. Serrano, 13:30 — 16:45
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Contact : Outline :
e Introduction to distributed systems and middleware 1. What is a distributed system
e Sara Bouchenak (Sara.Bouchenak@imag.fr) . . . .
Associate Professor, University of Grenoble | e Communication mechanisms in distributed
Researcher, LIG Laboratory, ERODS research group systems
_ , e Services and interfaces in computing systems
e Transactional processing . .
« Cyril Labbé (Cyril Labbe@imag.fr) o Client/server architecture
Associate Professor, University of Grenoble |
Researcher, LIG Laboratory, SIGMA research grou : .
y group 2. What is a middleware
3. References
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What is a distributed system

e “A distributed system is one in which the
failure of a computer you didn't even know
existed can render your own computer
unusable.”

Leslie Lamport, 1987.
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Distributed system

Computer 1 Computer 2
Execution Execution
entity entity
(process 1) (process 2)

AN =

Communication system
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Communication mechanisms | :::: Communication mechanisms | ::::
in a distributed system : in a distributed system :
e Direct (i.e. Synchronous) communication e Remote procedure call (e.g. a web application)
e Program to program Computer 1 Computer 2
E.g. remote procedure call / \ (" Web server )
(e.g. Apache) ‘:( 2. procequre
e Program to database Execution Executifh execution
E.g. distributed transaction processing entity entity
(process 1) (process 2)
e Indirect (i.e. Asynchronous) communication
e Message passing \ J \ )
31 respoese
Communication system
Communication mechanisms | :::: Communication mechanisms | ::::

in a distributed system

e Distributed transaction processing (e.g. a database server)

Computer 1 Computer 2
/ \ [ Database managd
system (e.g. Orac| 2. data

rocessin

Execution Executi§ P 9

entity entity

(process 1) (process 2)

database

31 respogsie

Communication system
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in a distributed system

e Message passing (e.g. a chat system)

Computer 1 Computer 2
Execution Execution
entity entity
(process 1) (process 2)

Message-oriented

g J middleware (e.g. JMS) ! J

put message M4 ~ Communication system ~9et message M1
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Outline : computing system :
1. What is a distributed system e Service definition
L . . oL e A computing system is a set of (hardware and software)
e Communication mechanisms in distributed components
systems e A component provides a service
o Services and interfaces in computing o “Aservice is a contractually defined behavior that can be
svstems implemented and provided by any component for use by another
y_ . component, based solely on the contract”,
Py Cllent/Server arChIteCtU re Bieber el. al., Service oriented g, http://ww org/
e Interface definition
> What is a middleware e A service is accessible via one or several interfaces
o An interface defines the possible interaction between a service
provider and its client
3. References
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Interfaces (1/2) : Interfaces (2/2) - :
contract J . . . |
e A service relies on two interfaces
e Required interface (from the service client point of view)
o Provided interface (from service provider point of view)
e Contract
l Service client e The contract specifies the conformity between the provided and
M efvice clien required interfaces
R\ . . . . .
(e 4oC e The service client and the service provider are considered as
e black-boxes; they might be replaced by other implementations as
long as the contract is respected
e The contract may specify aspects that are not related to the
interfaces
o Non-functional properties related to QoS requirements
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Examples of important interfaces | 22 sees
. . o0 . o0
in computing systems : Outline :
application interface . . .
1. What is a distributed system
middleware interface application e Communication mechanisms in distributed
(e.g. Java RMI)
middleware SyStemS
transport interface e Services and interfaces in computing systems
08 intertace PO (.- TCP) « Client/server architecture
(e.g. Posix) — system
operating hysical interf: H P
machine interface system l()efg?hgneéfce 2. What is a middleware
(e.g. IA32)
machine physical communication link
3. References
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Client/server architecture (1) |: Client/server architecture (2) |:
machine 1 machine 2
1. request

e Definitions

e The client/server architecture is a general interaction model

e The server provides a service

e The client requests that service

e The client and the server are usually (but not necessarily) hosted by two
distinct machines

o Examples of protocols based on the client/server architecture: RPC,
Java RMI, Web Services, etc.

machine 1 machine 2
1. request )
— " P.processing
client server
3. response
Pl et
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P. processing
client server
3. response

P ST

communication link

e Request message:
e Sent by the client to the server
o Specifies the requested service (a server may provide several services)
o Contains parameters of the requested service

e Response message:
e Sent by the server to the client
o Results of service execution, or error message

e Synchronus communication between the server and the client:

e When the client sends a request, it waits (it is blocked) until the server
replies to its request

© S. Bouchenak Distributed Systems & Middleware 20




Client/server architecture (3) |

e Advantages of the client/server architecture
e Structuring

Seperation between the interface of a service and the
implementation of that service

Based on this separation, the client and server
implementations can be modified as long as the interface is
kept unchanged

e Protection/security
The client and server run in different protection domains

¢ Resource management
A server may be shared by several clients

Client/server architecture (4) |:

e A server shared by several clients
e The client point of view

request
e
client server
response
Phitd il

e The server point of view
Selecting a request among client requests

Request processing model (sequential or parallel)
server

requests selection processing responses

request queue
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Client/server architecture (5)

e Request selection (i.e. scheduling) model

o First, the server selects one of the waiting (i.e. queued) client
requests

e Then, it process the client request and builds its response
o Before it returns it to the client
o Different request selection strategies
e First-In First-Out (FIFO)
e Shortest first

e Priority-based scheduling

© S. Bouchenak Distributed Systems & Middleware 23

Client/server architecture (6)

e Request processing model (resource management)

e The client and server are executed by two distinct processes
(asynchronous call)

e The client waits untils it receives a response to its request

e Several requests may be processed concurrently by the server
real parallelism (e.g. multiprocessors, 1/O)
pseudo-parallelism

e Concurrency may take the form of:

multiple processes, or
multiple threads

© S. Bouchenak Distributed Systems & Middleware 24




Client/server architecture (7) |:

e Server resource management — A unique process

while (true) ({

receive(client_id, message);
extract (message, service_id, params);
results = do_service(service_id, params);

send(client_id, results);

Client/server architecture (8) | :

e Server resource management — Multiple processes

while (true) {

Program executed by thread thr:

receive (client_id, message); results = do_service (

. . service_id arams) ;
extract (message, service_id, —+ds P )

params) ; send(client_id, results);

thr = create_thread(client_id,
service_id,params);

exit

server

server
main thread worker thread
e LT 1| saecior coeser e TELL LT 1| saecior ocseai
requests selection processing server requests selection processing
request queue response request queue
- ) response
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Client/server architecture (9)

e Server resource management — A pool of processes

Pool of processes:

while (true) {

receive (client_id, message); while (true) {

X X work_to_do.get (
extract (message, service_id, . . .
client_id, service_id,
params) ;
params) ;
work_to_do.put(client_id,

R . results = do_service (
service_id, params) ;

service_id, params);

send(client_id, results);

© S. Bouchenak Distributed Systems & Middleware 27

requests | 7

Client/server architecture (10)

e Server resource management — A pool of processes

server

~

main thread

~

request

selection

request queue winrker thread

worker thread
) § worker thread
( work_to_do }—————+ request
K processing
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Client/server architecture (11) |: Outline :
e Application of the client/server architecture 1. What is a distributed system
, . e Communication mechanisms in distributed
o With low level operations t
Using functions of the communication system sysiems
Example: Sockets e Services and interfaces in computing systems
= TGP, connected mode e Client/server architecture
= UDP, unconnected mode
¢ With 'h|gh Ieyel operations 2. What is a middleware
Using a middleware
Example: RMI in object-oriented middleware
= Remote method invocation 3. References
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What is a middleware :
e A middleware has mainly four functions
application application e Make distribution as invisible (transparent) as possible
/|
~ S__"
middleware middieware e Provide a homogeneous view of underlying heterogeneous
hardware and software systems
communication e Provide services of common use for distributed systems
: | system — ;
operating operating
system system » Provide a high-level interface or APl (Applications
Programming Interface) for programming distributed
machine physical communication link machine applications
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Middleware for distributed i

systems :

Examples of middleware 3

solutions .

e Middleware aims at simplifying programming e Sun JVM
distributed systems
| | o e CORBA
o Implementation, evolution and reuse of applications code
o Inter-platform portability of applications e Microsoft .NET
o Interoperability between heterogeneous applications e Sun J2EE / EJB
® ...
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Types of distributed systems |: systems :
e Objective
. .. . o Distributed systems configured for high performance computing
e Distributed computing systems « Cluster computing
e A group of high-end systems connected through a LAN
e Distributed information systems + Homogeneous, i.e. same OS, hardware
e Single managing node
. . . [ ] G”d Compu“ng Master node Compute node Compute node Compute node
e Distributed pervasive systems « Heterogenneity vorerenl| [Tecmpmnen] | [[omgn
e Geographical dispersion (rammarin] | || somicston anicanon || =% || appication
° App“cations [ Localos | [ Localos | [ Locaios |
e Video streaming R(‘KI I "E I "[ Is't;ma;ra'ﬂ;‘:vsa"
e Webservices /70 High-speed netwark
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M. van Steen, Lecture on Distributed Systems, Chapter 1, http.//www.cs.vu.nl/~steen,

e Scientific computing
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Distributed information oo

systems :

e Objective

e Providing consistent access to (shared) data that can be distributed and
accessed concurrenly

e Observation
. Server
o Transactions Reply
° AClD prOpertleS Transaction Requests Reques
. \/\ Request
ap;lw‘ceamtlion l: ] TP monitor Server
e Applications R\JI Reply
. . . eply
e Streaming applications Reauest
» Data access with reliability Reply Server
and consistency requirements
M. van Steen, Lecture on Distributed Systems, Chapter 1, http://www.cs.vu.nl/~steeny
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Distributed pervasive systems |:

e Objective

e Providing consistent access to (shared) data that can be distributed and
accessed concurrenly

e Observation
e Contextual change
e Ad-hoc composition

External
storage

I’/ \\‘
; \
Transmitter | @
i -
L | GPRS/UMTS
) /
\\ //

Titt dansor

,
ECG sénsor
E’DA

Mation Sensors
\

e Applications .
o Domotics (home automation) =

body-area network body-area network

(a) (b)
M. van Steen, Lecture on Distributed Systems, Chapter 1, http://www.cs.vu.nl/~steen,
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Outline

1. What is a distributed system

2. What is a middleware
e What is a middleware
e Functions of a middleware
e Middleware for distributed systems
e Examples of middleware solutions
e Types of distributed systems

3. References
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