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1 Introduction

Component-based programming and component-based system construction have emerged as important top-
icsin software engineering and distributed computer systems, as witnessed by the number of recent papers
addressing these themes in the sub fields of software architecture (e.g. [1, 16]), software configuration
management (see e.g. [12]), and configurable and reflective distributed systems (see e.g. [2, 4, 15]), not to
mention standardized component models such as OMG’s CCM, Sun’s EJB, or Microsoft COM. Compo-
nents, in these works, are variously understood as units of software configuration, units of dynamic system
configuration, units of deployment, units of distribution and mobility, etc.

Despite these different works, we believe we are still missing an appropriate basis for the construction
of highly flexible, highly dynamic, heterogeneous distributed environments. We attribute that to the failure
of the proposed different modelsto meet several key requirementsalong several of the practical dimensions
identified by Van Hoek et a [20] for the analysis of component-based system models. In particular, several
key requirements along the composition dimension (which deals with facilities for modelling a system asa
structured set of components) and the dynamism dimension (which deals with facilities for modelling the
dynamic changes of a system) are currently insufficiently met.

In this paper, we introduce a component model which fares better along the two above dimensionsthan
its predecessors. In particular, it includes a combination of sharing, hierarchy, and an open approach to
component composition and binding which we believe to be novel. The paper is organised as follows. Sec-
tion 2 gathers crucial requirements we identify on a general component model for distributed configurable
systems. Section 3 introducesthe Fractal model, our proposal for such ageneral component model. Section
4 introduces a software that we have devel oped to support the Fractal model and support the programming
of Fractal componentsand systemsin Java. Section 5 briefly reports on afirst implementation of the Fractal
framework. Section 6 concludes the paper.

2 Requirementsfor a general component model

We gather and motivate in this section seven key requirements, along the composition and dynamism di-
mensions, for a general component-based system model. The requirements are predicated upon the basic
assumption that components are manifest during system execution, and that they can be construed as units
of dynamic system configuration, two crucial assumptions for building highly dynamic and highly config-



urable distributed systems®.

(1) Encapsulation and Identity. Components should exhibit encapsulation, abstraction and identity.
Encapsulation, means that components should only interact with their environment through well-defined
interactions, and that any modification of the state of a component initiated by its environment should be
by means of such interactions. Abstraction means that a component should not reveal more details of its
internal implementation than is necessary for entities in its environment to meaningfully interact with it.
Identity means that components should have a well-defined identity, that unambiguously distinguishes one
component from another so as to allow a component to be accessed and manipulated specifically. This
requirement is very close to requiring a component to be an object, in the sense of object introduced in the
Reference Model for Open Distributed Processing [9, 10].

(2) Composition. A genera system model should allow the dynamic composition or assembly of com-
ponentsin order to form new, higher-level components. As far as possible, the model should not prescribe
one particular way of composing components together, but should support different semantics of compo-
sition. This requirement is motivated in particular by reuse and dynamic configuration needs. A system
administrator, a system integrator or an application devel oper may need to dynamically construct a system
or service out of existing components, whether in response to failures, as part of the continuous evolution
of arunning system, or just to introduce new applicationsin a running system (a direct generalization of the
dynamic binding used in standard distributed client-server applications). Workflow applicationsin alarge
scale distributed setting such as the World-Wide Web provide an illustration of the latter. In an e-commerce
scenario, say, workflow applications need to dynamically combine already running subsystems and ser-
vices, building new services in the process, which can in turn be used by others and further combined. As
another example, consider a system administrator who needs to dynamically replace a failed component by
acorrect onein agiven subsystem, while preserving the internal integrity of the subsystem and maintaining
the continuity of the serviceit provides. To characterizeintegrity in this setting requiresthe identification of
a subsystem as a component assembly and to be able to manifest, at run-time, the dependence of a subsys-
tem on an internal component. Another way to phrase this requirement isto say that arbitrary containment
relationships between components should be explicitly maintained, enforced and modifiable at run-time.

(3) Sharing. A general system model should allow the description and construction of system configu-
rations (i.e. component assemblies) where at least multiple forms of component sharing are possible. The
motivation behind this requirement lies with the necessity to deal with situationsin (hardware and software)
infrastructures involving sharing and multiplexing. Thisis the case, for instance, in resource management
[3], whether dealing with low-level hardware and operating system resources, or with higher-level virtual
resources such as servers, agents or virtual connections. In all these cases, dynamic system configuration
reguires the ability to make explicit and to manipulate resource dependencies (for instance, the sharing of
the same processor components across multiple threads of activity and multiple protection domains, the
multiplexing of a communication connection to support multiple higher level protocol sessions, the sharing
of replicated data servers across multiple transactions, the construction of virtual network paths through
the multiplexing of supporting router and transport resources). In other terms, a general component model
should allow resource dependencies to be explicitly maintained, enforced and modifiable at run-time.

(4) Life-cycle. A general system model should support different forms and spans of component life-
cycles, including e.g. different forms of bootstrapping, deployment, installation, initialization, suspension,
termination, etc. This requirement stems from the need to support system management processes and the
necessity to automatealarge part of such processesin largedistributed systems. Thisrequirementisdirectly
related to the requirement of control: alife-cycle model can be understood as a superimposition of life-cycle
states on the functional behavior of a or collection of components.

(5) Activities. A genera system model should allow activities to be made explicit and should support
the manipulation of activitiestaking placein asystem, possibly spanning or involving multiple components.
This requirement is related to the preceding one on the ability to capture system configurations involving
sharing and multiplexing: activities can be perceived as componentsin their own rights which rely on re-
sources provided by the components involved. The case for dynamically managing activities and resource

1This assumption is at odds with certain definitions of components (see e.g. [19]). However, we believe these particular notions
can be shown to be a special case of our more general component model.



dependencies in a distributed setting is further elaborated e.g. in [3]. This requirement is also related to
the second requirement on component composition, since one would expect different forms of composi-
tion to apply to activities as well, a feature of obvious interest in workflow and (extended) transactional
applications, for instance.

(6) Contral. A general system model should allow the creation different forms of controller components,
i.e. components that can provide various introspective capabilities for monitoring a collection of compo-
nents and exercizing control over their execution. Forms of control which we can expect to find include
for instance interception, whereby a controller component can intercept messages or invocations targeting
a given component for e.g. adding pre and post-handlersto the norma component execution, and superim-
position [7], whereby a controller component can ater the normal execution of a component in different
ways (e.g. by delaying or preventing the handling of a message). Some interception capabilities are already
manifest in component containersintroduced in standard component models such as Enterprise Java Beans,
and the CORBA Component Model. This requirement can be understood as a refinement of the second
requirement above on composition.

(7) Mobility. A general system model should allow the description of arbitrary changes in configura-
tions of components and component assemblies. In particular the model should allow the dynamic creation
of new components and new component assemblies, as well as the migration of components or component
assemblies from one component assembly to another. In other terms, containment and resource depen-
dencies among components should be allowed to change and evolve over time, whether spontaneously or
in reaction to interactions amongst components or between components and their external environment.
Such afacility is crucial to avoid architectural erosion, whereby run-time system structures diverge from
architecture descriptions, and to model complex reconfiguration processes.

3 TheFractal Component M odel

The mode is based around the concepts of components, interfaces and names. A Fractal component is
formed out of two parts. a controller and a content. The content of a component is composed of (a finite
number of) other components, which are under the control of the controller of the enclosing component.
The component model is recursive and alows components to be nested (i.e. to appear in the content of
enclosing components) at an arbitrary level (the recursion ends with components with empty content, i.e.
multi-interface objects as per the ODP Reference Model).

Different components may have overlapping content, i.e. acomponent may be shared by (be a sub com-
ponent of) several distinct enclosing components. A component that is shared among two or more distinct
components is subject to the control of their respective controllers. The exact semantics of the resulting
configuration (e.g. which control behaviour is enacted) is determined by an encompassing component that
encloses al the relevant componentsin the configuration.

A component can interact with its environment through operations at identified access points, called
interfaces. The visibility of the interfaces of a sub-component, in and out of the enclosing component, is
determined by the controller of the enclosing component. In particular, a component controller may hide
an interface of a sub-component, or make it visible from its environment. Interfaces of acomponent visible
from its environment comprise interfaces from its sub-components made visible from its controller, as well
as external interfaces from its controller. Note that a component controller may have internal interfaces,
which are not visible from the component environment but which are visible from its sub-components.

Operations are basic interactionsin the Fractal model. They can be of two sorts; one-way and two-way.
A one-way operation consists only in an operation invocation. A two-way operation consistsin an operation
invocation, followed by the return of aresult. Operation invocations and operation returns carry arguments
which can be names (esp. interface references), values or passivated forms of components.

Interfaces can be of two sorts: client interfaces and server interfaces. A server interface can receive
operation invocations (and return operation results of two-way operations). A client interface can emit
operation invocations (and receive operation results of two-way operations). Fractal components can have
avariable number of interfaces during their life-time.



A binding is a connection between two or several components. The Fractal model comprises primitive
bindings and composite bindings. A primitive binding is a directed connection between a client interface
and aserver interface. Primitive bindingsare typically implemented as language-level bindingsin arealiza-
tion of the Fractal model (see below). A primitive binding can be established between a client and a server
interface only if the server interface can accept at least al the operation invocationsthat the client interface
can emit and if the client interface can accept (at least) al the returns from previously invoked operations
on the server interface. In other words, the type of the server interface must be a sub-type of the type of the
client interface. Composite bindings are realized through a combination of primitive bindings and ordinary
components, i.e. composite bindings are themsel ves Fractal components. Thisnotion of binding generalizes
the notion of connectors in architecture definition languages and maps directly on notions of bindingsin
flexible distributed systems such as the Jonathan ORB framework [6].

A component controller embodies the control behaviour associated with a particular component. In
particular, a component controller can intercept oncoming and outgoing operation invocations and oper-
ation returns targeting or originating from the component’s content it controls; it can provide an explicit
and causally connected representation of the component’s forming the content it controls; and it can su-
perimpose a control behaviour to the behaviour of the components in its content, including suspending
(passivating) and resuming activities of these components. Each controller can thus be seen as implement-
ing a particular composition operator for the componentsin its content. The Fractal model does not place
apriori restrictions on the forms of control and composition a component controller can realize: it can be
mainly interception-based as in industrial component frameworks containersfor instance ; it can be limited
to providing a common execution context for the componentsin its content; or it can realize intrusive forms
of superimposition[7].

Fractal components can create other components, within or outside of their content. A component may
aso passivate itself, i.e. seriadlize its entire state into some defined data structure. A fractal component can
be distributed, i.e. the componentsin its content may actually executein different address spaces, located in
different machines. Thisistypically the case for composite bindings that encompass network connections.

Names are symbols for denoting in the model. A name that refers to a component interface is called
an interface reference. The model does not place constraints on the form and structure of names. Instead,
names are understood to be relative to a given naming context, i.e. names perform their referral function
unambiguously only within a given naming context. Naming contexts can be nested and overlapping,
alowing names to be valid in different naming contexts. A component controller constitutes a primitive
naming context.

Components, interfaces and method arguments are typed: each of these entities is characterized by a
(statically verifiable) predicate constraining its nature and behavior. The model places few constraints on
the type system, other than it being organized as a lattice. Also, the type of a component must comprise at
least (i.e., as a predicate, implies at least) the union of the types of its interfaces. The type of an interface
comprises at least the following elements: an interface signature, which consists in a set of operations sig-
nature (name of the operation plus types of the arguments and of the possible operation return arguments);
the role of the interface (client or server); the contingency of the interface, which may take two values:
mandatory or optional. A mandatory interfaceisausual (client or server) interface. An optional interfaceis
an interface that may be bound or not to a component at runtime. Optional interfaces are used to specified
optional componentsin a given configuration.

4 TheFractal Software Framework

The Fractal framework is a Java software framework that supports component-based programming accord-
ing to the Fractal model. The Fractal framework is an open framework that comprises a core and several
increments. The core defines the minimal concepts and APIs necessary for Fractal-based component pro-
gramming. Increments define additional concepts and APIs which extend the core framework to allow for
different forms of component composition, configuration and administration. Most increments are actually
Fractal components themselves built with the core framework.



4.1 CoreFramework

The core framework defines a set of Java interfaces which map the concepts defined by the Fractal compo-
nent model into the Java programming language. The base interfaces are Conponent | dent i t y, Nane,
Nani ngCont ext , | nt er f aceRef er ence and Type. A component identity unambiguously identifies
a component and provides access to its externa interfaces (both server and client) and to the component’s
type. All Fractal components must support thisinterface. Aninterface referenceisanamethat referencesa
component interface. It further contains a reference to the component identity interface, the interface iden-
tifier, and a property which specifies if the interface is internal or external to the component. An interface
reference can reference a remote interface and may be sent over a network. An interface referenceis typed
and itstypeis subtype of the union of type Narre and of the type of the interfaceit references.

Interfaces | nt er f aceType and Conponent Type define a simple type system conforming to the
Fractal model type system. The TypeFact or y interface defines type factories which are used to create
interface and component types.

The Tenpl at e interface supports the Fractal instantiation mechanism. Templates are used to actually
instantiate components by creation (from a Java class for primitive components) or by introduction (from
aready existing component references). Templates are related to configurations in Architecture Descrip-
tions Languages (ADLS), i.e. un-instantiated component assemblies. Template factories, conforming to the
Tenpl at eFact ory interface are used to create templates.

The core framework further comprises several controller interfaces, that define basic component con-
troller behaviors. Interface Cont ent Cont r ol | er providesthe ability to managethe content of acompo-
nent. It allows for addition and removal of componentsinto or from the component’s content. Thisalowsa
component content and component configurationsto change over time. Interface Bi ndi ngCont r ol | er
provides the ability to control the bindings between components. Interface Li f eCycl eControl | er
provides the ability to manage a component’s life-cycle. The Fractal framework only specifies a minimal
component life-cycle, which allows for starting and stopping the execution of a component. More complex
component life-cycles can be obtained by specializing thisbasic one. Interface At t ri but eControl | er
provides the ability to manage a component’s attributes (properties). Fractal component controllers may
support none, some or al of these interfaces. Other controller interfaces can be defined, either by specializ-
ing the core controller interfaces or by defining new ones, according to the needs of the programmer.

4.2 Framework Increments

The core framework defines aminimal set of concepts and corresponding interfaces and components. The
Fractal framework is open to extension by means of framework increments. The current framework includes
several such increments, including (template) components and interfaces for bootstrapping and component
instantiation.

We plan to add several other increments to deal with component distribution, configuration, protec-
tion, mobility, and different forms of component composition and control. Distribution can be added in
the framework by leveraging distributed bindings provided by the Jonathan ORB framework [6]. Con-
figuration increments will alow for the instantiation of component configurations described in ADL-like
formalisms. Provided they are themselves built from Fractal components, configuration tools implement-
ing the configuration increments would be naturally extensible to supervise, dynamically reconfigure and
administrate Fractal systems. Protection increments will deal with basic resource management and protec-
tion mechanisms necessary to ensure isolation between components and as a basis for the construction of
more advanced security mechanisms. The ability of the Fractal framework to explicitly handle component
structures with sharing is crucial in that respect.

Fractal is targeted toward software composition (cf. requirement on composition above). The core
framework deals with structural composition, where structure can be expressed in terms of containment
relationships and bindings between components. However, some higher level composition semantics are
needed to express and assess properties and constraints on components structure. We are currently investi-
gating the use of assertions, synchronous languages and temporal logic for what may be called contractual



forms of composition, i.e. forms of component composition that rely on explicit behavioral contracts be-
tween components and their environment.

5 TheFractal Framework Prototype

A Java prototype of the Fractal framework has been implemented. This first prototype only provides an
instantiation of the core framework and some programming increments to ease component programming,
composition and instantiation. The other framework increments cited above (distribution, protection, con-
figuration, etc) have been deferred to future versions. The Java implementation maps operations on Java
method calls, and components to various Java object configurations. The prototype increments include:
a generic container component, a generic template component, and a bootstrap component. The generic
container component facilitates the construction of components conforming to the Fractal model (program-
mers need only be concerned with the proper functions of the components and Fractal specifics such asthe
component identity and controller interfaces are generated). The generic template component can be used
to build composite templates which contain other template components, which can be bound to “virtual in-
terfaces’ corresponding to interfaces of the components they create. The instantiation of a such atemplate
yields a component configuration whose structure at instantiation mirrors that of the composite template.
This facilitates the instantiation of complex component configurations. The bootstrap component provides
aTypeFact ory andaTenpl at eFact ory interfaceto create generic containers and generic templates.

5.1 Implementation

The Fractal prototype was implemented so as to minimize the space and time overheads of enclosing com-
ponents on sub-components, during their normal execution (the performance of reconfiguration phases was
not a priority). However, since these overheads can never be completely null, another goal wasto provide a
range of possibilities between static and dynamic configuration, and thusto provide away to trade dynamic
reconfiguration capabilities against performance.

In order to save memory, each composite component isimplemented by a single Java object, and primi-
tive bindings are represented by direct Java references between these objects. The component interfaces are
therefore completely implicit, and interface references are very cheap, which saves a lot of memory (com-
pared to an approach were interfaces and interface references are explicitly represented by Java objects).
The drawback of this approach is that temporary objects representing interface and interface references
must be created each time amethod that returns such objectsis called, whichis not very efficient. But these
methods are often called only during reconfiguration phases, and since the performances of these phases
was not a priority, this drawback is not really important.

In order to be ableto start and stop a component, each container component interceptsincoming method
calls, and increments and decrements a counter before and after each call (intwo synchr oni zed blocks).
Indeed, it is then very easy to stop a component: the container just needs to wait for this counter to become
null and, atomically, to set aflag so that any new method call will be blocked on awai t . But thisintercep-
tion has a cost and, in order to minimize it, we use "shortcut" links so that this cost is paid only once per
inter component method call, independently of the nesting level of components.

To support different configuration possibilities, from static to fully dynamic configuration, the prototype
supports three different methods to instantiate a given component configuration. The first method just in-
stantiate component configurationsfrom the corresponding Java classes, yielding completely reconfigurable
components. The second method uses a single object to implement containers and their encapsulated com-
ponents: this allows for some method inlining, and therefore speed improvements, but makes it more diffi-
cult to dynamically change the container of a component (this approach uses bytecode manipulation tools
to merge the container class into the user component classes). Finally the third method yields completely
unreconfigurable components by compiling away the interception mechanism of container components (in
fact, in this case, thereis absolutely no time overhead compared to a"manual”, static configuration).



5.2 Performances

In order to measure the space and time overheads due to container components, we measured the size of
an empty object, and the duration of an empty method call on this object, with or without a container
encapsulating this object. The results are given in the table below. The measurements were made on a
Pentium 111 1GHz, with Linux and the JDK 1.3 HotspotVM, for which the size of an empty object is 2
words and an empty method call takes 0.014 ps. The table reports the (constant) overhead added by the
interception mechanism on an empty method call with the three different instantiation methods discussed
above (“dynamic” refersto the first method, “byte code manipulation” to the second, and “ static” refersto
the third one). About 40% of the cost is due to the cost of the synchr oni zed blocks, and about 25% of
the cost can be attributed to the use of thef i nal | y clause in exception handling. Since this overhead is
constant, its cost decreases, in relative terms, with more complex method calls. To have an idea of a more
realistic overhead on a working application with fine grained components, we re-engineered the Jonathan
ORB with components built according to the first method, thus yielding a fully reconfigurable ORB. The
reengineered remote method call, when measured on the same machine between two distinct Java virtual
machines (a scenario where network costs are minimized), suffersamere 7% time overhead compared to the
original Jonathan implementation, confirming that our component framework, even with our non-optimized
implementation, need not hamper performance.

Space overhead (words) | Time overhead (u:S)
fully dynamic 12 0.11
bytecode manipulation 10 0.085
static 0 0

6 Conclusion

We have presented the Fractal model, a dynamic and recursive component model which allows for sharing
of sub-components between components. The Fractal model alows for a clean definition of structural
composition based on containment and binding rel ationships between components. We believe this makes
the Fractal model very expressive compared to the different component and system models that underlie
ADLSs and component-based languages such as C2 [16], Wright [1], Rapide [13], Acme [8], Darwin [15]
or Piccola [14]. The only other component model with sharing we know of is Ernie [18]. Ernie is a
component composition language that includes syntactic constructs to declare a component as private or
shared. Compared to the Fractal model, however, the degree of dynamicity in Ernie seems to be far less
since it does not allow for composite components to change their structure over time. Controlling sharing
is an active area of research in object-based programming (see e.g. [5, 17]), where control of sharing is
primarily sought by means of type systems. In the Fractal model, controlling sharing is achieved directly,
within the model itself, viathe control components can exercize on their content. The use of general forms
of bindings between components in Fractal, in lieu of more restricted connectors, is similar to that of the
OpenCOM maodel that underlies the OpenORB reflective middieware [4]. OpenORB, however, makes use
of pre-defined meta-spaces to deal with certain forms of sharing (resource sharing). The Fractal model
seems to provide a more direct and more powerful model for component sharing.

We have also presented the Fractal framework, which is a projection of the Fractal model in the Java
programming language, together with afirst prototype implementation. The prototype offersthree different
forms of configuration, from static to dynamic configuration: all binding and containment relationships
are reconfigurable in the first case, some containment and binding relationships are not reconfigurable in
the second case (which allows for some code inlining), and none are reconfigurable in the third case (full
inlining). The first form adds some constant overhead to inter component method calls, which does not
depend on the nesting levels of components, and resulting in a 7% in average in realistic applications. For
the time being, the decision to create static, dynamic or partially dynamic components has to be made
at instantiation time. Additional work is needed toward a true continuum between static and dynamic
configuration. Additional work is also needed to more accurately assess and, where necessary, to improve



the performance of the implementation of the Fractal framework.

More generally, we plan in the near future to work on the different software increments mentioned in

Section 4 so asto turn Fractal into acomprehensive and efficient component-based di stributed programming
framework.
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